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Multilevel regression with poststratification (MrP) has quickly become the gold standard for small area estimation. While

the first MrP models did not include context-level information, current applications almost always make use of such data.

When using MrP, researchers are faced with three problems: how to select features, how to specify the functional form,

and how to regularize the model parameters. These problems are especially important with regard to features included at

the context level. We propose a systematic approach to estimating MrP models that addresses these issues by employing a

number of machine learning techniques. We illustrate our approach using 89 items from public opinion surveys in the

United States and demonstrate that our approach outperforms a standard MrP model in which the choice of context-level

variables has been informed by a rich tradition of public opinion research.
ultilevel regression with poststratification (MrP)
has become the standard approach to estimating sub-
national public opinion using survey data that are

only nationally representative. Compared to the older “disag-
gregation approach,” which disaggregates the survey data by
calculating subnational averages of public opinion, MrP relies
on more structure to create more efficient opinion estimates.
Most MrP models consist of two parts: a set of random effects
for individual-level socioeconomic variables and a set of fixed
effects for context-level variables. These models require re-
searchers to choose variables, specify a functional form, and es-
timate parameters at the individual and context levels. Doing
so at the context level is particularly challenging because the
fixed effects parameters in a multilevel model are not shrunk
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toward the grand mean. Unlike individual-level variables that
are included via random effects, context-level variables thus
run the risk of overfitting the survey data. This risk is exac-
erbated by the fact that the number of observations at the sec-
ond level is small in most applications.

In this article, we propose a systematic approach to mea-
suring subnational public opinion. We borrow from the ma-
chine learning literature and modify the basic MrP model by
introducing systematic feature selection, more flexible func-
tional forms, and more flexible regularization of model param-
eters. Our approach is capable of providing an improved model
that outperforms the standard MrP model as well as recent al-
ternatives in terms of the mean squared prediction error (MSE).
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a large data set compiled by Buttice and Highton (2013) cov-
ering 89 survey items in the United States. We show that by
using standard classifiers from the machine learning literature
and employing a superlearner we can provide accurate esti-
mates of subnational public opinion without relying on domain
knowledge in public opinion research.

IMPROVING MRP
MrP has been successfully applied in a variety of contexts
(Caughey and Warshaw 2018; Lax and Phillips 2009; Lee-
mann and Wasserfallen 2017; Selb and Munzert 2011).1 Mean-
while, its increased use has led to greater scrutiny, and some
authors have offered a more cautionary view. Warshaw and
Rodden (2012) show that MrP’s performance depends on
whether context-level information is exploited, and Buttice and
Highton argue forcefully that strong context-level variables
“emerge as a necessary but not sufficient condition for MrP
to perform well” (2013, 464). However, to date, there is no clear
guidance on how to systematically select and specify models
that include context-level variables. Scholars agree that context-
level variables are key to improving predictions, but they are
generally selected in an ad hoc fashion, driven by personal in-
tuition and domain knowledge.2 We propose a systematic
approach that allows scholars to make better use of context-
level information. By relying on classifiers in addition to the
multilevel model, we allow for more flexible functional forms
and regularization.

MrP is a prediction model. The individual level of an MrP
model includes only random effects, which are by definition
shrunk toward the grand mean (Gelman and Hill 2007, 253)
and provide (some) protection against overfitting. The con-
textual level commonly consists of two parts: the systematic part
X0

cb and the random effect asubnational unit
c , where c indexes sub-

national units. The risk of overfitting comes from the elements
of b, which are estimated as fixed parameters without shrink-
age. Disregarding context-level information Xc may lead to
underfitting since geographical variation can now only result
from the random effect asubnational unit

c . Depending on the shrink-
age of asubnational unit

c , subnational variation might well be under-
estimated. The extent to which it is underestimated is partly
driven by subnational sample sizes, with smaller samples lead-
ing to more shrinkage. Both overfitting and underfitting di-
minish the prediction accuracy of the model. Hence, the ques-
1. We provide an overview of the standard MrP model in app. sec. 1
(app. secs. 1–12 are available online).

2. Leemann and Wasserfallen (2016) provide an exception by selecting
context-level variables based on the Akaike and Bayesian information cri-
terion. They hence rely on penalized in-sample fit of the survey data rather
than out-of-sample data fit.
tion is how to best specify a model that increases prediction
accuracy. We focus on context-level features for three reasons.
First, as mentioned above, shrinkage at the individual level
already provides protection against overfitting. Second, context-
level variables have been shown to provide larger improve-
ments (see, e.g., fig. 6 in Warshaw and Rodden 2012). Third,
the risk of overfitting at the context level is typically larger due
to the low number of subnational units.

A SYSTEMATIC APPROACH TO PREDICTION
Our approach relies on five classification methods to model
individual response behavior and combines them via ensem-
ble Bayesian model averaging (EBMA; Montgomery, Hollen-
bach, and Ward 2012). Note that our approach is fully flexible,
allowing scholars to easily extend the set of classifiers by adding
models. The classifiers we use are (i) multilevel regression with
best subset selection of context-level predictors (Best Subset),
(ii) multilevel regression with best subset selection of prin-
cipal components of context-level predictors (PCA), (iii) multi-
level regression with L1 regularization (Lasso), (iv) gradient
boosting (GB), and (v) support vector machine (SVM).3

We combine the predictions of the individual classifiers
by relying on a superlearner as is common in computer sci-
ence (e.g., Van der Laan, Polley, and Hubbard 2007). Recent
contributions in political science that use superlearners in-
clude Grimmer, Messing, and Westwood (2017) and Samii,
Paler, and Daly (2016). Our approach relies on EBMA as pro-
posed by Montgomery et al. (2012, 2015). The weights that
determine each classifiers’ contribution to the overall predic-
tion depend on the classifiers’ performance on new (i.e., pre-
viously unseen) data. The hyperparameter in EBMA is the
tolerance. Following Montgomery et al. (2015), we optimize
over seven candidate values for the tolerance that range from
1 # 1022 to 1 # 1025 (see app. sec. 5 for details).

Several recent contributions have exploited machine learn-
ing techniques to measure public opinion. Caughey and Hart-
man (2017) use L1 regularization to select variables for weight-
ing to overcome nonresponse bias. Closer to our contribution,
Goplerud et al. (2018) include L1 regularization in MrP. Our
approach differs from theirs in that we rely on not only Lasso
but also a number of other classifiers. Ornstein (2019) pro-
poses an approach that is similar to ours but uses a slightly
different set of classifiers. Two major differences are that we
emphasize the context level and rely on EBMA rather than
stacking to combine the individual classifiers. Finally, Bisbee
3. See app. sec. 2 for a discussion of these classifiers. Montgomery and
Olivella (2018) show how tree-based methods can be used in political science;
one of their illustrations involves MrP.
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(2018) modifies MrP by replacing the multilevel model with
Bayesian additive regression trees (BARP), leading to signifi-
cant improvements in prediction performance. While he re-
stricts the set of covariates in the model to those that have been
used by Buttice and Highton (2013), we leverage additional
context-level information and combine the predictions of var-
ious classifiers. In what follows, we compare the performance
of our approach to that of the standard MrP model and, in the
appendix, also to the performance of the BARP model (where
we show a test in which autoMrP outperforms BARP).

PERFORMANCE OF OUR APPROACH
To illustrate the performance of our approach, we use public
opinion data from the United States compiled by Buttice and
Highton (2013). The data consist of 89 items that were asked
of at least 25,000 respondents in either of two surveys, the
National Annenberg Election Studies (2000, 2004, and 2008)
and the Cooperative Congressional Election Studies (2006
and 2008) (Buttice and Highton 2013, 454–55). We follow But-
tice and Highton and treat all respondents who answered an
item as the item-specific population. For each such population,
the “true” public opinion in a state is calculated as the share
of respondents in that state answering yes to the respective
item. We then draw a sample of 1,500 respondents from the
population and, using this sample, predict state public opin-
ion. To evaluate the performance of our approach, we com-
pare our predictions to the true state opinions.4

Our prediction of state public opinion involves three steps.
First, we remove from each sample 1/3 of the respondents (i.e.,
500 out of 1,500 respondents) and set them aside for the sec-
ond step, the EBMA step. We then use the remaining 1,000 re-
spondents to train and evaluate each individual classifier using
K-fold cross-validation. In so doing, we randomly partition these
respondents into K p 5 roughly equal-sized folds but include
all respondents from the same state in the same fold. For each
fold k ∈ f1; :::;Kg, we train our five classifiers on all folds but
the kth, on the basis of which we evaluate them by calculat-
ing the MSE. Averaging the MSEs over all held-out folds pro-
vides an estimate of the expected extrasample MSE (Hastie,
Tibshirani, and Friedman 2009, 241–45). Note that we use
the average individual error in our calculation of the MSE (see
app. sec. 2 for details). Using five folds turned out to be a rea-
sonable choice for our data. We also performed cross-validation
with other values of K (e.g., K p 10). These led to similar re-
sults but increased computing time. Second, in the EBMA step,
we combine the models of the individual classifiers with the
4. We also employ an alternative strategy in which we first rake the
megasample and create state-level truths. This leads to virtually identical
results (see app. sec. 4).
lowest average MSE to generate an ensemble prediction for
each respondent profile defined by the sociodemographic and
geographic variables. The weights of the individual models are
determined on the basis of the 500 respondents we have set
aside, thus avoiding “double dipping.” Third, we poststratify the
demographic-geographic profiles to obtain state-level predictions
that we can then compare to the true state public opinions.

The MrP model used by Buttice and Highton (2013) in-
cludes, at the individual level, random effects for respondents’
age group (four categories), education level (four categories),
and gender-race combination (six categories). At the context
level, it contains variables for states’ share of votes for the Re-
publican candidate in the previous presidential election and
percentage of Evangelical Protestant or Mormon respondents.
We treat this as the baseline model against which we compare
our approach. Since our approach aims to provide research-
ers with a disciplined, automated way of building a prediction
model that does not require extensive domain knowledge, we
augment the set of context-level variables. In addition to the
two variables included in the baseline model, we consider states’
percentage of the population living in urban areas, unemploy-
ment rate, share of Hispanics, and share of whites as candi-
date variables.

In addition to our combined approach (EBMA), we post-
stratify the predictions of each of our individual classifiers
(Best Subset, PCA, Lasso, GB, SVM), the baseline model (Base-
line), an “empty” model that does not contain any context-
level information (No Vars), and a “full” model that includes
all available context-level variables (All Vars). This allows us
to compare our approach not only to the Buttice and High-
ton (2013) baseline model that is informed by years of pub-
lic opinion research in the United States but also to a model
that maximizes parsimony and one that maximizes in-sample
data fit.

Figure 1 shows the MSEs of our combined approach, our
five individual classifiers, the baseline model, the model with-
out any context-level variables, and the model including all
context-level variables. EBMA outperforms all other approaches.
Most importantly, it improves on the baseline model by 12%.5

We consider this a significant improvement since the Buttice
and Highton (2013) model likely provides a hard test for the
relative performance of our approach. The 89 survey items
in our data are all about political issues on which we expect
the baseline model specified by Buttice and Highton to per-
form well in predicting state public opinion. Contemporary US
politics is characterized by a single dimension of conflict (Poole
5. We also note that the improvement offered by our approach is some-
what larger than that resulting from BARP (see app. sec. 3 for a comparison
on the same 89 items; Bisbee 2018).



6. In app. sec. 9 we show how users can derive the uncertainty of the
estimates.
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and Rosenthal 2011), and the two context-level predictors in
the Buttice and Highton model likely explain much of the state-
level variation on this dimension. This might explain why the
(relatively sparse) baseline model performs well and why our
approach shows only moderate improvement, in this applica-
tion. In contexts in which strong predictors, such as presiden-
tial vote share, are not available, we may expect the improve-
ment of our approach to be larger. Specifying a model based
on substantive knowledge is likely to be more difficult in coun-
tries with a larger number of political conflict dimensions or
less extensive research on public opinion, in which case our
approach might also lead to a more significant improvement
over a standard MrP model.

With regard to the other approaches commonly used in
the literature, the approach we propose reduces the MSE of
the model including all available context-level variables by 31%
and the MSE of the model without any context-level variables
by 17%. Our results show that our combined approach out-
performs every single classifier taken individually.

CONCLUSION
We leverage insights from the machine learning literature and
bring feature selection, flexible functional forms, and regula-
rization to bear on the problem of how to best specify an MrP
model for small area estimation. We focus on the context level
since in a multilevel model parameters at the individual level
are already moderated by shrinkage (partial pooling), whereas
parameters at the context level are not regularized. Disregard-
ing context-level information altogether may appear to be an
easy solution, yet Warshaw and Rodden (2012) have shown
that including context-level variables can greatly improve the
performance of MrP.

We propose a data-driven approach to specifying MrP
models. Our approach tunes five classifiers and combines them
via EBMA into an overall prediction. We also provide an R
package (autoMrP) that allows researchers to apply our ap-
proach easily. Appendix section 10 provides an example of how
the package can be used.6 We evaluated the performance of our
approach using public opinion data from the United States. The
results show that it outperforms alternative approaches com-
monly used in the literature. Most importantly, it reduces by 12%
the MSE of a model informed by substantive knowledge. We
consider this application to be a “hard test” since US public
opinion is well studied and US political conflict tends to be
structured by a single dimension. In contexts that are less well
studied and characterized by multiple dimensions of conflict,
our approach might lead to even larger improvements over
models informed by substantive knowledge. The results also
showed that the combined approach dominates all of its con-
stituent classifiers. The combination of classifiers thus is im-
portant, and our approach can easily be extended by the in-
clusion of additional methods.

ACKNOWLEDGMENTS
We thank Sandra Boyd, Andy Guess, Guy Grossman, Nils
Metternich, Slava Jankin, Santiago Olivella, and Marco Steen-
bergen for helpful discussions and comments. Earlier versions
Figure 1. Comparison of prediction performance. Average mean squared prediction error (MSE) of state-level predictions over 89 survey items. Baseline

model is from Buttice and Highton (2013), No Vars is empty at the context level, and All Vars includes all six context-level variables. Dashed line: MSE of

Buttice and Highton model. Percentages: Comparison to Buttice and Highton model. Color version available as an online enhancement.
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